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 Environmental sound recognition (ESR) has become a hot topic in recent years.  ESR is 
mainly based on machine learning (ML) and ML algorithms require first a training 
database. This database must comprise the sounds to be recognized and other related 
sounds. An ESR system needs the database during training, testing and in the production 
stage. In this paper, we present the design and pilot establishment of a database which will 
assists all researchers who want to establish an ESR system. This database employs 
relational database model which is not used for this task before. We explain in this paper 
design and implementation details of the database, data collection and load process.  
Besides we explain the tools and developed graphical user interface for a desktop 
application and for the WEB. 
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1. Introduction  

This paper is an extension of work presented in 25th Signal 
Processing and Communications Applications Conference (SIU), 
2017 [1]. The database design and implementation described in 
that paper was mainly for impulsive sound detection and the 
database was for a hazardous sound recognition application. Here 
the extended database is for all kinds of environmental sounds and 
it is aimed for all kinds of ESR applications. 

Historically non-speech sound recognition has not received as 
much attention as automatic speech recognition (ASR). ASR has 
well established algorithms and databases while research has 
begun much earlier. Automatic ESR (AESR) is getting attraction 
since last two decades. We can list the following applications of 
AESR: In military, forensic and law enforcement domain there are 
studies on gunshot detection systems. In [2], a gunshot detection 
system is proposed. In [3], the gunshot blast is used to identify the 
caliber of the gun. In [4] and [5] ESR is used for robot navigation. 
ESR can be used for home monitoring. It can be used to assist 
elderly people living in their home alone [6], [7]. In [8], it is used 
for home automation. In [9] and [10], ESR is used for recognition 
of animal sounds. In the surveillance area, it is used for 
surveillance of road [11], public transport [12], elevator [13] and 
office corridor [14].designations. ESR system design is started 
with the training phase.  How a sound database is used in training 
phase of an ESR system is explained in Figure 1. 
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Figure 1: ESR system in training phase 

During the development stage of an ESR system the desired 
ML algorithm must be trained with the sounds to be recognized. 
The database provides the sound clips to be recognized and other 
sound clips which are negative examples. After training, a model 
is developed and this model is used for testing. In Figure 1, the 
database provides positive and negative examples; features are 
inputs to the ML algorithm, ML algorithm using these features 
produce the model. 

In Figure 2, testing phase of an ESR system is shown. In testing 
phase database provides the positive and negative examples, model 
produces the predictions about the examples provided and at last 
predictions are compared with the truth provided by the database 
and a performance rate is reached. According to this performance 
rate, ML algorithm or the feature set or other parameters of the ML 
algorithm may be needed to change. Then the whole training and 
testing phase start again. This process continues until an acceptable 
performance rate is reached. 

After model creation and testing, this model is used in the 
production phase (Figure 3). In production phase, sounds come  
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Figure 2: ESR system in testing phase 

from the environment, model makes the predictions about the 
classes of sounds and we actually may not know the real truth. In 
production stage we may update sounds in database, update the 
model even we may change the ML algorithm. In each case we 
need the database. 
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Figure 3: ESR system in production phase 

This paper is organized as follows: In section II we will make 
a literature review of ESR databases. In section III a new relational 
database model for ESR systems will be explained. At the last, 
section IV, the contribution of this work and other planned 
activities will be explained. 

2. Literature Review 

In this section we will review the mostly referenced databases 
in ESR related papers. The structure of the databases will be 
explored; pros and cons of the structure will be argued if 
applicable. 

One of the databases that have been mostly reverenced is Real 
World Computing Partnership’s (RWCP) non-speech database 
[15]. Using a standard single microphone, acoustic signals of about 
100 types of sound sources were measured in an anechoic room as 
the dry source. By using the impulse response of three kinds of 
rooms, convolution with the 48 kHz sampling signal was carried 
out to reconstruct the sound signal in respective rooms. The 
database structure (structure of directories) and navigation to 
sounds is explained and provided by an HTML page as shown in 
Figure 4 for dry sources. As an ESR developer we must examine 
the structure of HTML file and find the desired sound clips. 
Maintenance of the data and usage is not so easy with this kind of 
structure.  

Detection and Classification of Acoustic Scenes and Events 
(DCASE) is an official IEEE Audio and Acousti Acoustic Signal 
Processing challenge. For challenge a database is prepared and it 
is also a resource for ESR researchers. DCASE 2016 challenge 
consists of four tasks [16]. The goal of Task-2 is to detect sound 

events for example “bird singing”, “car passing by” that are present 
within an audio segment. To be prepared for the challenge two 
datasets, train and development are given. Train is used to create 
the model and development is to test the model. 

 
Figure 4: RWCP dry source sound clips structure  

For training all sound files are in one directory and a readme file 
explains the details, such as sampling frequency, quantization bit 
depth, etc. For development dataset there is an annotation text file 
for each sound clip.  Each .txt file contains information about the 
onset, offset, and event class for each event in the scene, separated 
by a tab. 

DCASE 2017 Task-2 dataset contains “.yaml” files for 
annotations [17]. “.yaml” files (Figure 5) can be read by a Matlab 
command, so it is easy to work with these structured files. 

 
Figure 5 DCASE 2017 task-2 development dataset “yaml” file for glass break 

Dataset for Environmental Sound Classification (ESC) 
contains two databases. There are 10 classes and each class has 40 
clips in ESC-10 dataset. ESC-10 is subset of ESC-50 which 
contains 50 classes and each class has 40 clips. There is a readme 
file in which there is a line for each clip explaining the details of 
the clip for each dataset [18].  

In [19], a dataset of annotated urban sound clips are recorded 
and taxonomy for urban sound sources is proposed. The dataset 
contains 10 sound classes with 18.5 hours of annotated sound event 
occurrences. The dataset contains a CSV file (Figure 6) explaining 
the details of each recording. 

 
Figure 6: CSV file explaining Urbansound database 

Another ESR database is http://www.desra.org. In [20], the aim 
of this database, details of the design and the sources used are 
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explained. It is designed as multi-purpose database. The database 
contains variety of sounds from different events with thorough 
background information for each sound file. It is accessible from 
the Internet (The database is not fully functional at the moment). 
The database was designed considering for admin tasks and 
general user level tasks. Web front end provides the functionality 
for user level tasks. 

http://www.auditorylab.org is [21] another database. This 
database was constructed by Carnegie Mellon University to 
examine the human ability to use sounds to understand what events 
are happening in the environment. All the sounds in the database 
are recorded in a controlled way. The laboratory and the recording 
media used are technically detailed. In the construction of database 
sounds are grouped by the event that makes the sound. Sounds of 
events like impact, rolling can be downloaded from this database. 

3. Database Design 

The databases reviewed in Section 2 are prepared for just 
resources  for the development of ESR applications. Many of them 
provide the data and the files for correctly handling the data. In this 
context they are valuable resources for all ESR researchers. Desra 
[20], provides extra tools such as a web graphical user interface for 
searching and testing.  

In the development process of an ESR system, some main 
functions training, testing and production explained in Section I. 
During this development process, many sound clips are used; new 
sound clips may be added or deleted. We deal with many features 
extracted from these sound clips; we create models using different 
ML algorithms. Then we compare the models; try to find best 
features and best ML algorithms. This loop continues. Our first 
goal in this database design is to help researchers as much as 
possible to ease the burden of handling data. The second goal is to 
help maintenance of the data. Our data is sound clips, features, 
algorithms and models. Addition, deletion, searching, annotation, 
backup and restore can be thought as the maintenance task. 

3.1 Taxonomy of Environmental Sounds 

We need a taxonomy to be able to store, search and retrieve the 
data from the database.  During literature review we see two kinds 
of taxonomy. In the first taxonomy, the sounds can be grouped by 
the event that makes the sound. In Figure 7, grouping of sounds 
defined in [21] is seen.  

 
Figure 7: Grouping of sounds based on sound producing events [21] 

Another hierarchical grouping is seen in Figure 8. This is also 
classified in the first taxonomy. This is the grouping defined in [22] 
based on sound producing events and the listeners’ description of 

the sound. Second taxonomy is based on the sound source 
[19][23]. The subset of the taxonomy defined in [23] is taken into 
consideration for urban sounds given in [19]. 

 
Figure 8: Grouping of sounds defined in [22] 

 
Figure 9 A part of the urban sound taxonomy defined in [19] 

Figure 10: Environmental sounds grouping in the database 

3.2 Non Functional Requirements of the Database 

• There will be sound clips in the database. These sound 
clips will contain environmental sounds. Each sound clip 
can have more than one environmental sound. These 
environmental sound clips can belong to different major 
environmental sound types. Origin of these sound clips, 
such as own recording, from an internet site or from 
another database, should be entered to database.  
Recording details should be entered. Size, file type of 
sound clip and the path where the sound clips are recorded 
should be entered to the database. 

• There should be major types, such as human, nature, 
animal, etc. There should be subtypes, such as dog bark, 
gunshot etc. and these must belong to major type. Start and 
end sample index or start/end time of these clips should be 
known. 

• There will be environmental sound clips in the database. 
These clips should be extracted from sound clips defined 
in first paragraph. Each of these sound clips should have a 
subtype and it should be known from which sound clips it 

Major Type

Subtype Subtype Subtype

Animal

Dog barking Bird singing Cat 
meowing
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is extracted. Extraction method should be entered. If it is 
extracted by an algorithm the algorithm name otherwise as 
“manual” should be entered to database.  

• Recording details should be entered to the database such 
as, sampling rate, quantization bit, channel size, etc. 

• Background clips should be entered to the database. Each 
background clip should have a type. Each background clip 
should also have file type, file size, recording detail and 
the path where it is recorded. 

3.3 Functional Requirements 

• There should be scripts which will take algorithms as 
arguments and extract the environmental sounds from 
sound clips. These extracted clips should be entered to the 
database as explained in 3.2.  

• There should be scripts which will embed environmental 
sound into noise clips at desired Signal to Noise Ratio 
(SNR) level.  

• There should be scripts which will extract features from 
environmental sound clips and store to the database. 

• The scripts, their help files, paths should be stored in the 
database. 

3.4 Graphical User Interface (GUI) Requirements 

• Administrators can use the GUI for meta data entrance, 
deletion and update such as major types, subtypes, 
recording details. 

• Administrators can use the GUI for data load manually or 
using the data loader script. 

• Researchers can use the GUI for searching and 
downloading the desired environmental sounds. 

• Researchers can load their features and models to the 
database. 

3.5 Database Implementation 

The implemented database will include some data which can 
be stored by way of data types found in the standard database 
software and also sound files. These sound files will not be stored 
to database instead they will be stored in the operating system file 
structure and the path to this file is just recorded in the database.  

Microsoft SQL 2008 Database Server is used to create tables. 
The tables and the relationships between them are shown in Figure 
11. The scripts providing functionality are coded in Matlab 2011a. 
The files are stored in “mat” type when required. 

For functional requirements the following scripts are coded 
using Matlab. 

• Environmental Sound Detector: This script is an interface 
between algorithms that extracts environmental sounds 
from the sound clips. Different algorithms can be used here 
for extraction of the environmental sounds. The algorithms 
must conform to this script interface definition. This script 
takes the algorithm name that will be started and the 

environmental sound types which will be searched are 
given as arguments.  

• Environmental Sound Embedder: This script takes the type 
of the environmental sound, noise type, SNR level and at 
last the number of required record count to be created. The 
script merges the environmental sound clip with the noise 
clip at the desired SNR level and records it to the database 
table. 

• Feature Extractor: This script acts as an interface between 
feature extractors. It takes the path of the feature extractor 
from the features table, feature name and the 
environmental sound type from command line.  After 
extracting features, it is saved as a mat file. 

• Data Loader: To load data from other databases this script 
is used to interface with data loading scripts. 

  The GUI is developed using Microsoft Visual Studio with C# 
language. GUI has admin utilities and end user tools. In Figure 
12(a), it is seen the part of GUI providing admin operations. These 
admin operations are additions and deletions of major types, 
subtypes and sampling information. Besides the GUI provides the 
administrators load data one by one or using a script to load as a 
batch.  

 The GUI provides the users some tools. The tools are for 
searching the database and testing their algorithms on the sound 
clips given by the database. Users can search the database to see 
the sound clips with desired type. 

 End users can search the database with noise clip type, sound 
clip type and with SNR interval then select a clip and copy it to 
their own computer. After finding the start index of the embedded 
environment sound clip, by writing the start index of this 
environmental sound to the edit box on the GUI and by clicking 
the test button, they can test their algorithm correctness. The WEB 
GUI for end user tools is seen in Figure 12(b). 

 After database and scripts implementation we loaded the data 
from Urbansound [19] database. Now many operations on the 
database can be done either using GUI or an SQL command line. 

4. Conclusion 

The lack of common database for environmental sound 
recognition is an important obstacle in front of the researchers. The 
development of and ESR system is a tough process during which 
someone have to deal with lots of sound clips with different types, 
algorithms and models. In this paper we explained a relational 
database model which will make the data handling easier. The 
database developed is different from other counterparts which are 
just providing the data. The relational database model described 
here provides easy maintenance as well as easy usage. 

Although our goal of designing this database is for ESR, other 
areas that deal with environmental sounds can use it.  

By improving the database by adding data from general 
databases mostly used and by adding more functionality we aim 
it to be a common database for research activities of ESR. 
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Figure 12 (a) Desktop application GUI for administrators to data load (b) WEB GUI for end user tools 
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